6 Monte Carlo Studies of Detector Performance

This chapter describes the Monte Carlo studies that wergédaout to optimize the detector design
and quantify the important performance characteristicshefdetector, including vertex and tracking
resolution, particle identification, and energy resolsio

6.1 Detector Simulation

Simulation of neutrino interactions in MINER is carried out by a GEANT3-based Monte Carlo
program. This program combines a flexible description ofd@gector geometry, the NuMI neutrino
beam flux from the beam simulation, neutrino interactiongits/ from either of the two generators
and simulation of the scintillator response with the staddeacking and particle interaction routines
available in GEANT.

6.1.1 GNuMlI flux interface

The output of the GNuMI simulation of the beamline is a set lekfrecording the neutrino flux in 0.5
GeV bins for a nominal number of protons on target. The flusfdee in a standard format and hence
can be interchanged with no additional modifications to thaec In this way different beam configu-
rations can be easily studied. An option exists to generdgzactions with a flat energy spectrum. In
this case, beam weights are stored in an output ntuple. Fiarticularly useful if one wishes to study
the effect of different beam configurations without furtilonte Carlo running.

6.1.2 Event generator interface

The Monte Carlo simulation program can be configured to dceeptrino interactions from either
NEUGENS3 or NUANCE. The results of a neutrino interaction ¢enpassed to the simulation in a
number of ways. By default, the event generation routin@$blGEN3 are usually called from within
the simulation itself. In this mode, the code chooses a imeuemergy from the flux files, samples the
density of material along the neutrino path; chooses a xentel nucleus type, calls the kinematics
generator and inserts the list of particles thus obtainéal tilke GEANT data structures. This is not
the only mode of generation. As a stand-alone generator, NCE provides events in either a text or
ntuple format and so a provision is made to read in events &atandard external format. NEUGEN3
has been modified to write out events in the same format, $ahtbaesults of both generators may be
compared in a consistent manner.

6.1.3 Geometry

Flexibility drives the design of the detector geometry coflee size, segmentation, material and shape
of all components of the detector can be set and altered alemtisely from input datacards. The
detector is logically divided into longitudinal section&ach section can have different dimensions,
strip sizes and absorber widths. In addition the absorlmeeach section can be be constructed from
segments of differing material and widths. The geometrgueison is sufficiently abstract that minor
changes in detector design may be accommodated merely bgiogathe datacard, allowing for fast
detector reconfiguration and easy bookkeeping.



6.1.4 Hits and digitizations

Particles are tracked through the GEANT geometry in thedst@hmanner. When a patrticle traverses
a sensitive detector volume the particle type, volume iflententrance and exit points and energy
deposition (including Landau and other fluctuations) acemed as a hit. When GEANT has finished
tracking the event, the hits are considered and convertdigitizations. There are as many digitizations
as there are strips hit. Multiple hits on a single strip arademsed into one digitization, although
information on which tracks contributed to the digitizatis stored. These digitizations are then passed
to the event reconstruction program.

6.1.5 Detector response and calibration simulation

The GEANT detector simulation assumes “ideal” light cdilec, and records the raw energy deposited
in each channel. During event reconstruction, the energgsited is converted to a number of detected
photo-electrons. The scale factor between energy depoaitd expected photo-electrons detected is
determined by a standalone optical simulation validatedftNOS (see Section 6.2). the expected

number of photo-electrons is smeared by Poisson statistics a 10% channel-to-channel Gaussian
smearing reflecting a conservative estimate of remainistesyatics after calibration and attenuation

corrections.

6.2 Light Yield Simulation

In addition to the GEANT-3 based detector Monte Carlo, adsd#one photon transport Monte Carlo was
used to estimate the light yield of the proposed design. d Mante Carlo results were subsequently
confirmed by measurements made in the vertical slice?tst

The photon transport Monte Carlo (LITEYLDX) was originalyritten by Keith Ruddick P] and
was modified to simulate the triangular extrusions of MINEER It was tuned to reproduce the known
characteristics of the MINOS scintillator, namely that #werage light yield from a MINOS module
is 4.25 photo-electrons/MIP at a distance of 4 meters, aedwdtion in the fiber is well described in
terms of a double exponential?]f

N(x) = A(exp(—x/90cm) + exp(—x/700cm)). (1)

Particle identification studies described in Section Gir3dicate that for a triangular extrusion, aver-
age light levels above 3.9 photo-electrons/MeV are redguirg¢he inner detector. Coordinate resolution,
vertex finding, and track pointing are affected by light leve a lesser extent. For the MINERdesign
we targeted an average light level of 7.8 PE/MeV, which idekia safety factor of 100%. Subsequent
tests in the vertical slice test][indicate the actual light level for the inner tracker wik laround 6.2
PE/MeV.

The photon transport Monte Carlo was used to calculate, gorem ‘configuration’ (strip geometry,
fiber diameter, and fiber placement), the number of phot@mpéd in the fiber for a MIP entering at a
particular position. This information is then used to detiexe a relative light collection efficiency for
a particular configuration compared to MINOS strips. Witk tiverall normalization and attenuation
curve from MINOS one can then calculate the amount of lightfty particular configuration. Figure
1 shows the relative light collection efficiency for a triastey extrusion where the entry point of the
minimum ionizing particle is varied across the strip wickimd indicates that the collection efficiency
varies by+10% over the strip width.



Relative Light Collection Efficiency vs. Distance Across Strip
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Figure 1: Relative light collection efficiency for a MIP ceisg at normal incidence along the base of
the scintillator extrusion.

The overall light levels from 3 lengths of strips are showfigure 2. Here we have assumed a 90%
reflectivity from the mirror end of the strip, and in all case$ meter WLS ‘pigtail’ from the end of the
near end of the strip to the PMT face. Clear fiber lengths amsh@ctors are not included. Shown are
the light levels predicted for 3 strip lengths. In each plog lowest curve corresponds to light collected
from reflections off the mirrored end, the middle line cop@sds to light travelling directly from the
MIP to the readout end, and the upper line is the sum. As thedfigiuows, the light level in the inner
tracking detector, with a maximum length of 2.2 m, meets #&gh requirement of 7.8 PE/MIP over
the entire length.

6.3 Event Reconstruction

The output of the detector simulation is a list of digitipais for each strip. We have developed a basic
reconstruction program which takes this list and recoosdrthe tracks and vertices in an event.

6.3.1 Pattern recognition

For our design studies, we have adopted “omniscient” pategognition based on Monte Carlo truth
information. All hits generated by a given track (ignoringaanels with overlap) are used to recon-
struct the track. Development of a fully-realistic patteecognition algorithm to associate hits to track
candidates has not been undertaken as yet due to manpow@Emarabnstraints. We are confident that
the three-dimensional XUXV modular design of the deteaod its relatively modest occupancy, will
allow highly-efficient pattern recognition and track idéoation. Visual inspection of events through
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MINERVA Light Yield With Mirrored Strip Ends
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Figure 2: Light yield vs. distance along strip for MINER scintillator strips with one-ended readout
with a mirrored end. Dot-dashed line is light collected frosfiections off the mirrored end, dashed
line is light travelling directly to the readout end; solidd is the sum.

the graphical interface of the detector simulation prograimforces this conclusion.

6.3.2 Coordinate reconstruction

Tracks generating hits in at least six scintillator plantthe inner detector, including three planes of
the X view, can be reconstructed. Coordinates are estinfiaiedthe raw, smeared digitizations, using
only planes which have one or two strips hit. Tracks at higiiesto the detector axis may pass through
more than two strips in a single plane, and it should be plesgitrecover these higher-multiplicity hits
with a more sophisticated algorithm. For single hits, therdmate is taken as the center of the strip.
For dual hits, the position is interpolated using the chatygring between between strips, with a small
geometrical correction based on the estimated crossing.ang

The coordinate resolution for a large test sample of singtedouble hits can be measured directly
using the residuals obtained when each coordinate is eaat]ud turn, from the track’s fit. This coor-
dinate resolution is parameterized as a function of thsaxossing angle, and used to assign errors
to coordinates in the fitter.

6.3.3 Track finding

Reconstructed coordinates are used to fit each track usirgraaR filter algorithm®P]. For this pro-
posal, tracking performance has only been studied in thenmagnetic region of the detector; the track
model is perforce a strictly linear one. Neglect of the maigrfeeld is justified because mission-critical
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resolutions are determined by performance of the fullyraqhon-magnetized) volume, and since co-
ordinate resolution for the strips should not depend on tesgnce of a magnetic field. The momentum
resolution for charged tracks in a magnetic field can bebBliestimated from the coordinate resolution,
momentum and field strength. As long tracks may pass throwmty madiation lengths of scintillator
and absorbing material, the Kalman filter’s ability to cathe account for multiple Coulomb scattering
(“process noise”) is essential. The algorithm can optigrize used to exclude outliers from the fit.
Figure 3 shows the expected hit residuals, impact pararagteangular resolution for muons from
a sample of quasi-elastic interactions, assuming triamgsttips of 3 cm width and 1.5 cm thickness
(close to the final design values). Hit resolutions~oB mm and angular resolutions ef 0.5° are ex-
pected. These are consistent with the measurements mduae\ertical Slice Testq which indicated
a coordinate resolution of 3.2 mm. The coordinate resaiusodegraded to approximately 1.5 cm if
rectangular strips are employed instead of triangular ,osiese interpolation based on charge is no
longer possible.

Tracking Performance
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Figure 3: Performance of the tracking algorithm on muonmffoom a sample of simulated charged-
current quasi-elastic interactions. Shown are (top) thedsiduals, (middle) the impact parameter of
the muon with the vertex and (bottom) the muon angular réisolu



6.3.4 Vertex finding

In this study, reconstructed tracks are associated tocesrtising Monte Carlo truth information. The
vertex positions are then fit using a Kalman filter algorithirack directions at the vertex are updated
taking account of the constraint. This is equivalent to atleguares fit, but mathematically more
tractable since it does not involve inversion of large ncagiand can be easily extended to a helical
track model. The primary vertex resolution for a sample ofudated quasi-elastic interactions with
two visible tracks is shown in Figure 4. The transverse (itoniinal) vertex postion can be measured
to a precision of better than (slightly more than) a centenet
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Figure 4: Reconstructed vertex resolution for two trackrgld current quasielastic events. Shown
are (top) the resolution in the longitudinal position of treztex (Z) and (bottom) the resolution of the
transverse position of the vertex (X and Y).

6.3.5 Particle identification

Particle identification in MINERA will rely on measuring specific energy loséH/dx) as well as
topology (hadron and electromagnetic showers, decay tsiges).
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Electromagnetic showers Electromagnetic showers are easily identifiable by thdiusk track and
characteristiaclF /dx profile in the fully-active central detector and energy dgtion in the electro-
magnetic calorimeters. In addition, the fine granularitfydNERvA allows us to distinguish electrons
and photons, when the primary vertex is known, using digaoncshower onset and shower length.
Figure 5 shows the distance between the electromagnetieesturigin and the true primary vertex for
charged-current, interactions andr® production. The figure also shows the length of the showers,
measured in MINERA scintillator planes, or 1.75 cm of polystyrene. For nelupians the length is
from the beginning of the first showering photon to the enchefd¢econd one.
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Figure 5: (a) The distance in centimeters between the meutartex, which can be determined from a
proton track, and the start of the most upstream electroetegshower, for both electrons and photons
from neutral pions. (b) The shower length in units of sciatdr planes, for electrons and neutral pions.

70 reconstruction With the surrounding ECALs for containment, MINER's 7° reconstruction
capabilities are excellent. This is essential, sin¢are a major source of background ferappearance
oscillation experiments. As discussed in Sectt@and shown in Figur@?, MINERrA'’s low density
and high granularity make it an excellent photon trackele &b accurately reconstruct the vertex and
kinematics even for coherently-produces with no accompanying charged tracks.

Muons Energetic muons can be identified by their penetration oenadtin the calorimeters and/or
MINOS near detector. Muons with a momentum measurementeinrthgnetic field, or which stop
inside the detector can be distinguished from protons andskbydFE /dx. In addition, the delayed
1 — e decay signature can be detected.



Charged hadrons Hadrons can be identified as such by their interactions imiier detector and/or
hadron calorimeters. Hadrons which stop without intengctir have their momentum measured by the
magnetic field can also be distinguishedrad< or p with good efficiency usingE/dz.

dE/dx analysis Specific energy lossdF /dx) will be an important tool for particle identification

in MINERvA. For tracks which stop in the inner detector, the chargeodiégd near the end of the
track (corrected for sample length) can be compared witeeepl curves fore.g., the 7+, K+ and
proton hypotheses. This technique does not require an émdigmt momentum measurement, since
the range {p, in g/cn?) from the stopping point to a given sampling point is closagdyrelated with

the momentum at the sampling point. The algorithm is caidatay fitting the expectedE /dz vs.
Tstop, and the standard deviation of this quantityy 4., as a function ofr,, for the three different
particle types (see Figure 6). The measutétfdz for a track is compared to the expected value at each
sample, to formy? estimators reflecting the goodness of fit to each of the thagticle identification

hypotheses:
dE obs dEa exrp 2
Nsample % 4 - % 4
Pla)= > : :

a )
O',
=1 v

where the sum runs over all measured samplespaad{w, K, p}. The hypothesis with the minimum

x2 is assigned to the track. The frequency of misidentificatiam be visualized most easily by plotting
the differenceAx? between the correct? (for the particle’s true type) and the smallest of the two
(incorrect) others (Figure 7). With this naidé’ /dx analysis, MINERA correctly identifies 85% of
stopping kaons, 90% of stopping pions, andd5% of stopping protons. A similar analysis can be
applied to tracks with momenta measured in the magnetiomsgf the detector.

6.3.6 Energy reconstruction and containment

Muons The energy of muons from charged-current interactionshbelmeasured using range and/or
curvature in the magnetized regions of MINERand the MINOS spectrometer. For muons stopping in
the detector, the momentum resolution Wi||f%é ~ 5%. Ifthe MINOS detector is used, the momentum
resolution will be 13%7].

Electromagnetic showers For electromagnetic showers, the estimated energy résoist6%// E(GeV).

Hadronic calorimetry  Containment of hadronic energy is a significant design clamation, as it as-
sists in meeting many of the experiment’s physics goalsdi&sushow that the visible hadronic compo-
nent of quasi-elastic and resonant events in the fullyaatentral region of the detector are completely
contained, apart from secondary neutrinos and low-eneegyrons. Figure 8 shows the fraction of
escaping visible hadronic energy for deep-inelastic reastin several hadronic energy ranges, and fig-
ure 9 shows the probability that a deep-inelastic eventlealk visible energy as a function of the true
hadronic energy. Only for hadronic energies greater thae\g iS there any significant probability of
leakage and only above 15 GeV is the average fraction of @sgapergy greater than 10%. The frac-
tion of deep-inelastic interactions with hadronic enesgieer 15 GeV in the low-energy, semi-medium
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Figure 6: The top figure shows the average specific energydlagga for stoppingn®, kaons and
protons, vs. range from the stopping point (in gfgnfor the simulated MINERA inner detector. The
bottom figure shows the estimated standard deviation of tleegg loss, which is used to form &
estimator for particle identification.
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Figure 7: The three plots show th&y? dE/dx estimator for simulated and reconstructed charged
pions(top), kaons(middle) and protons(bottom) stoppinghe inner detector. Tracks withy? < 0
are correctly identified.
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or semi-high energy beams 4s 1%, and so visible energy leakage should be insignificant. dless
timates ignore downstream components beyond the forwadtbhacalorimeter, such as the MINOS
detector, and are therefore conservative.

Energy Leakage for DIS events
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Figure 8: Fraction of hadronic energy escaping the detdotorieep-inelastic scattering in the fully-
active central region.

To study MINER/A’s calorimetric E;, resolution, the detector response to a neutrino sample-gene
ated throughout the inner detector by NUANCE, on carbon aulidgen targets, was simulated. From
this simulated sample, events where all hadronic fragmeete contained within MINERA were
used. Hits from lepton tracks in charged-current intecastiare excluded from the following analysis.

In a fully-active scintillator calorimeter, the total liglyield should be essentially proportional to
E};. (The proportionality is not unity due to escaping neutsin@st masses of charged pions, nuclear
binding energy in the initial and secondary reactions ahdratuclear effects such as pion absorption.)
While the central inner detector volume is fully active, rdhare also regions with passive iron or
lead absorber sandwiched between scintillators. In thasgling calorimeter regions, not all energy
deposited results in scintillation light, so the light yie$ corrected accordingly.

Figure 10 shows reconstructdd, vs. true E, computed from the kinematics of the incoming
and outgoing leptons. The relative deviation of the recoegtd energy from the trug;,, AEy,/Ep,

multiplied by/E}, is shown in figure 10, giving a average resolution for reaomasion of £, of AEEhh =
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Probability of hadronic energy leakage for DIS events
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Figure 9: Probability that visible hadronic energy from a&jplénelastic event escapes undetected vs.
total hadronic energy.

NeEk This1/y/E}, resolution has some energy dependence and is best repibgnt
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6.4 Event classification

Particle identification and event classification will playcantral role in the analysis of data from
MINERvrA. One possible method of event classification is use of aalfineural network (ANN)
techniques.

Event classification will be based on topological charasties as well as on particle ID. Separation
of CC from NC interactions will be based on muon identificatid®etection of muon decays for low
energy muons stopping in the carbon gives the potentialdourate CC identification even at high y
In each such class further event identification will be basedther particle ID, energy/momentum
measurements and kinematics. Neural networks are desfgnedich categorization and have been
frequently used in the analysis of data from high energy iohysxperiments (see, for example, the
DONUT[?] experiment).
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Reconstructed vs True Hadron Energy Hadron Energy Resolution
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Figure 10: The left graph shows on the vertical axis the ttd@rdrac energyF; reconstructed from
scintillator output in MINER/A vs. the trueE, = E, — E,,. Right figure shows the relative deviation

of the fit, (AEh/Eh)\/ Ey,.
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